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Abstract

The paper presents an assessment of the performance of a variety of turbulence models in simulating buoyancy-aided, turbulent mixed
convection in vertical pipes. This has been done by comparison of RANS predictions with DNS results already available in the literature.
Both the RANS and the DNS studies were conducted for conditions of constant and uniform fluid properties with the influence of buoy-
ancy being accounted for using the Boussinesq approximation. This eliminated effects of non-uniformity of properties other than through
the action of buoyancy and enabled its influence to be considered in isolation. In the course of the study, the turbulence models have been
classified into two groups, namely, those which were able to capture the main features of buoyancy-influenced heat transfer (Group one)
and those that were not able to do so (Group two). Common features in model formulation have been identified for each group. It is
shown that the response to buoyancy of commonly-used controlling parameters in turbulence damping functions varies significantly and
that the performance of a model can largely be correlated with the type of controlling parameter used. A significant defect of the Group-
one models which has been identified is that they continue to predict that the ‘viscous sub-layer’ remains thick as a result of the influence
of buoyancy even when the velocity profile has been distorted to an extent that it has become inverted in the core, whereas DNS data
clearly show that this is not the case. The use of different methodologies for modelling direct production of turbulence through the direct
action of buoyancy has been shown to have little effect on predictions of mixed convection in vertical flows because the effect of buoyancy
on turbulence is predominantly due to the indirect effect.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. General background

Turbulent mixed convection in vertical channels is an
important mode of heat transfer that can be found in heat
exchangers, nuclear reactors, chemical plant, cooling sys-
tems for electronic components, and many other items of
industrial plant. Despite the relatively simple geometry
involved in many of these applications, the flow and heat
transfer can be extremely difficult to predict, especially
when the influences of buoyancy are coupled with non-uni-
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formity of thermal properties. The effects of buoyancy can
either enhance the heat transfer process or impair it
depending on the flow rate, the thermal loading, and the
flow direction. The behaviour is quite different for laminar
and turbulent mixed convection.

In the case of laminar mixed convection in a vertical
passage, heat transfer is impaired in buoyancy-opposed
flow and enhanced in buoyancy-aided flow. These effects
are a consequence of the distortion of the velocity field
and the effect that this has on the balance between diffusion
and advection. With downward flow in a heated pipe,
buoyancy opposes the flow and the velocity of the fluid
in the vicinity of the heated surface is reduced, energy
transport by advection is reduced and the effectiveness of
heat transfer is impaired relative to that for laminar forced
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Nomenclature

Bo* buoyancy parameter, [=Gr*/(Re3.425Pr0.8)]
Ce1, Ce2 constants in the e-equation
Cl constant in constitutive equation of eddy

viscosity model
D additional term in the k-equation
E additional term in the e-equation
Ek dissipation term
f elliptic relation parameter
f1, f2 functions in dissipation equation
fl damping function in the constitutive equation
g acceleration due to gravity
Gk buoyant production
Gr* Grashof number, Gr* = bgD4qw/(km2)
h heat transfer coefficient, qw/(Tw � Tb); enthalpy
k turbulent kinetic energy
Nu Nusselt number, Nu = hD/k
Nuf Nusselt number for forced convection
p pressure
Pk turbulent shear production
Pr Prandtl number, Pr = lcp/k
Prt turbulent Prandtl number
qw convective heat flux from the wall
Re Reynolds number, Re = ubD/m
Tb bulk temperature
Tw wall temperature
t2 temperature variance
Ub bulk velocity

U, V velocity components in z, r-directions
uv turbulent shear stress
v2 variance of the normal component of turbulent

velocity
x axial distance from start of heating
y distance from pipe wall in the direction normal

to it
y+ non-dimensional distance from pipe wall,

y(sw/q)1/2/m

Greek symbols

e modified dissipation rate of k

e0 dissipation rate of k

e2 dissipation rate of t2

k thermal conductivity
l molecular viscosity
lt turbulent viscosity
t kinematic viscosity, m = l/q
q density
rk, re turbulent Prandtl number for k and e

Subscripts

b bulk
cp constant property
f forced
w wall
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convection. With upward flow in a heated pipe, buoyancy
aids the flow, the velocity near the heated surface is
increased, energy transport by advection is increased and
the effectiveness of heat transfer is improved in relation
to that for forced convection.

The situation is very different in the case of turbulent
mixed convection. Although the effect of buoyancy
opposing the flow in the near wall region is still to
reduce advection, a further consequence is that the shear
stress in that region is increased. As a result, turbulence
production is enhanced (see Fig. 1) and the turbulent dif-
fusion of heat is improved. In practice, the second of
these two effects dominates with the result that the effec-
tiveness of heat transfer improves. In the buoyancy-aided
case, although the advection in the near-wall region is
increased, the shear stress in that region is reduced (see
Fig. 1), turbulence production is reduced, and the turbu-
lent diffusion of heat is impaired. The net result is that
heat transfer is less effective. As the buoyancy influence
is progressively increased, the impairment of turbulence
production and the deterioration of heat transfer become
more and more marked. A stage is reached where the
shear stress in the near-wall falls to such a level that,
the flow is effectively laminarized (again see Fig. 1). With
further increase of buoyancy influence, the shear stress in
the core region becomes negative and turbulence starts to
be produced in that region. The effectiveness of heat
transfer then recovers.

These interesting effects of buoyancy on turbulent flow
and heat transfer were explained by Jackson and Hall [1].
Based on simple arguments, they developed a semi-empiri-
cal model for fully developed turbulent mixed convection
heat transfer in a uniformly heated vertical passage. By
relating the modified stress in the near-wall region to heat
transfer using empirical equations for friction and forced
convection in pipe flow, the following semi-empirical equa-
tion was obtained:

Nu
Nuf

¼ 1� 2:5� 105Bo�
Nu
Nuf

� ��2
�����

�����
 !0:46

ð1Þ

In the above equation, the plus and minus signs apply to
the buoyancy-opposed and buoyancy-aided cases, respec-
tively, Nu is the Nusselt number for mixed convection,
Nuf is the Nusselt number for conditions of negligible
buoyancy influence (forced convection) and Bo* is a
parameter which combines Grashof number Gr*, Reynolds
number Re and Prandtl number Pr in the form
Gr*/(Re3.425Pr0.8) to characterise the strength of buoyancy
influences.
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Fig. 1. Turbulent shear stress for buoyancy-opposed and buoyancy-aided flow.

W.S. Kim et al. / International Journal of Heat and Mass Transfer 51 (2008) 1293–1312 1295
1.2. Overview of earlier studies of turbulent mixed convection

Mixed convection in vertical passages has been studied
extensively over the past 60 years or so. A detailed review
of the work in the period up to the end of the nineteen
eighties can be found in Jackson et al. [2] and an updated
review can be found in a recent paper by Jackson [3]. In
this section, only a brief review of relevant work is given
and attention is restricted to the buoyancy-aided case.
1.2.1. Experimental studies

The experiments with buoyancy-aided (upward) flow of
Byrne and Ejiogu [4] in the early 1970s showed impairment
of the effectiveness of heat transfer with onset of buoyancy
influence followed by recovery. However, they were limited
by the fact that the length to diameter ratio of the test sec-
tion was quite small which limited the scope of that study.
Around the same time, Steiner [5], using a much longer test
section (length to diameter ratio about 60), measured radial
profiles of velocity and temperature at various axial loca-
tions and also distributions of heat transfer coefficient.
These indicated that buoyancy influences tend to reduce
turbulence and impair heat transfer. Such effects developed
rather gradually. Later, Carr et al. [6] measured radial pro-
files of velocity and temperature at the downstream end of
a very long heated tube and found that as the velocity pro-
file became appreciably distorted by buoyancy influences,
turbulence was reduced and the effectiveness of heat trans-
fer was impaired. More recently, Polyakov and Shindin [7]
made measurements of heat transfer and also of velocity
and turbulence in a long tube and found that turbulent
heat transfer near the wall was suppressed to a greater
degree than momentum transport by the influence of buoy-
ancy. Under conditions of very strong buoyancy influence,
turbulence was suppressed near the wall but readily gener-
ated in the core region. The more recent experiments
include those of Vilemas et al. [8] and Li and Jackson [9],
who also made detailed measurements of local heat trans-
fer in very long uniformly heated tubes. Heat transfer
regimes with both monotonic and non-monotonic distribu-
tions of wall temperature were found. Under conditions
where heat transfer was impaired, the thermal development
was very slow and a fully developed condition was only
approached at axial locations well downstream, about
100 diameters after the start of heating.
1.2.2. Computational studies

Attempts have been made to simulate buoyancy-influ-
enced turbulent convective heat transfer in vertical tubes
using a variety of computational formulations and turbu-
lence models. In an early study, Tanaka et al. [10] used a
modification of the Reichardt eddy diffusivity model. This
approach did not prove to be suitable for buoyancy-influ-
enced flow because the turbulent viscosity was prescribed
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as a function of distance from the surface without any ref-
erence to local features of the flow. Walklate [11] used both
mixing length models and k–e models to simulate the exper-
iments of Carr et al. [6]. He found that the low-Reynolds
number k–e models performed better than both the stan-
dard k–e model and the mixing length models.

More recently, the understanding of turbulent mixed
convection has been aided considerably by the work of
Cotton [12]. He used the low-Reynolds number k–e turbu-
lence model of Launder–Sharma [13], in a parabolic devel-
oping wall shear flow computational formulation with
constant properties with the influence of buoyancy
accounted for using the Boussinesq approximation. The
code was used with considerable success for simulating
some of the earlier experiments on buoyancy-aided mixed
convection in vertical tubes – see [14]. They reported simu-
lations of the experiments due to Carr et al. [6] and Steiner
[5] and generally found acceptable agreement with the
experimental data. Later, Mikielewicz [15] carried out a
comparative study of the performance of a number of tur-
bulence models. That study was largely limited to compar-
isons of predictions of effectiveness of heat transfer with
experimental data. The models of Launder–Sharma [13]
and Chien [16] were found to generally perform better than
the rest. A study of upward mixed convection of air flow in
a long vertical tube has been conducted by Behzadmehr
et al. [17] for two rather low-Reynolds numbers
(Re = 1000 and 1500) over a range of Grashof numbers
(Gr 6 108) using the Launder–Sharma model. The fluid
properties were assumed constant except for the density
in the body force term. They identified two critical Grashof
numbers for each Reynolds number, which correspond to
laminar–turbulent transition and relaminarization of the
flow.

Recently direct numerical simulation (DNS) has been
used in studies of mixed convection in vertical channels.
Kasagi and Nishimura [18] conducted one of the earliest
studies of this kind. The initial Reynolds number was fixed
at 4300 but several values of Grashof number was used.
The simulations provided much more detailed information
on turbulence than could be obtained from experiments.
The results clearly showed that buoyancy modifies the
force balance which governs the distribution of the Rey-
nolds shear stress and the shear production rate of turbu-
lent kinetic energy, causing heat transfer enhancement or
impairment. More recently You et al. [19] conducted a
DNS study on turbulent mixed convection in a heated ver-
Table 1
A summary of conditions in the simulations

RANS simulations

Case Forced (1) (2) or (a) (3) or (b) (
Bo* (�106) 0.0 1.0 1.6 2.3 3

DNS

Case Forced (a) (b)
Bo* (�106) 0.0 1.6 2.3
tical tube for conditions where the fluid properties were
assumed to be uniform and buoyancy was accounted for
using the Boussinesq approximation. This work has been
followed by a DNS study of mixed convection heat transfer
to carbon dioxide at supercritical pressure [20], where the
effects of the very significant non-uniformity of fluid prop-
erties have been fully accounted for.

1.3. The present study

In contrast to the vast amount of heat transfer data
available for mixed convection in vertical channels,
detailed measurements of velocity and turbulence are
rather limited. Information on the near-wall behaviour of
turbulence is particularly difficult to obtain and such data
are therefore very sparse. This to some extent has limited
the assessments which have been made of the performance
of turbulence models for conditions of mixed convection
and hampered progress in improving the capability of tur-
bulence models to predict such flows.

The development of DNS has changed the situation and
detailed data on velocity and turbulence are now becoming
available. The objective of the present study is to take
advantage of this and to conduct a detailed and systematic
assessment of the performance of a range of turbulence
models against DNS data. It is hoped that this will lead
to an improved understanding of the underlying reasons
for the observed performance of the various turbulence
models and shed some light on improvements which might
be made to them. For this purpose, the DNS data due to
You et al. [19] has been selected for use. An attractive fea-
ture of these data, which is impossible to achieve experi-
mentally, is that the simulations were conducted with
uniform fluid properties but using the Bousinesq approxi-
mation to account for the influence of buoyancy. This
has enabled its effect to be studied in isolation from effects
of non-uniformity of fluid properties.

The DNS studies considered here were conducted for
conditions of fully developed turbulent mixed convection
heat transfer to air (Pr = 0.71) flowing in a vertical pipe
at a Reynolds number of 5300. Both buoyancy-aided and
-opposed flows were considered. However, in this study,
we have focused on the buoyancy-aided cases since they
are often of particular importance in engineering applica-
tions and the physical processes involved are especially
interesting and challenging to understand and to predict.
Three DNS mixed convection cases have been considered.
4) (5) (6) (7) or (c) (8) (9) (10)
.0 4.0 5.0 6.3 8.0 10.0 30.0

(c)
6.3
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These have values of buoyancy parameter Bo* of
1.6 � 10�6, 2.3 � 10�6, and 6.3 � 10�6 (referred to as Cases
a, b, and c). A forced convection case (Bo* = 0) was also
computed for comparison. In order to establish the trends
with increasing buoyancy influence, additional simulations
covering an extended range of buoyancy parameter have
also been carried out. A summary of the conditions cov-
ered is given in Table 1.
2. Numerical method

The elliptic computational formulation used in this
study solved the governing equations for two-dimen-
sional developing flow and convective heat transfer using
Reynolds-averaged conservation equations. As in the
DNS work, thermal properties are taken to be constant
and the effect of buoyancy in the momentum equation
is accounted for using the Boussinesq approximation.
We are particularly concerned with ‘low-Reynolds num-
ber’ eddy viscosity turbulence models since that feature
has been found in earlier studies to be essential to simu-
late ‘non-equilibrium’ flows such as these under consider-
ation here. We aim to cover a spectrum of such models
but with main emphasis on those which were targeted at
improving mixed convection heat transfer. With this in
mind we have selected some ‘classical’ k–e models: Laun-
der–Sharma (LS) [13], Lam–Bremhorst (LB) [21], Chien
(CH) [16], a k–x model, Wilcox (WI) [22] and some
more recent models: Myoung–Kasagi (MK) [23], Yang–
Shih (YS) [24], Abe–Kondoh–Nagano (AKN) [25], Cot-
ton–Kirwin (CK) [26], and Hwang–Lin (HL) [27]. The
k–e–v2–f model of Durbin (V2F) [28] has also been
included since, in some recent studies of variable prop-
erty heat transfer [29,30], this model has been found to
perform better than many k–e models. In addition, a
four-equation k–e–t2–et model due to Abe, Kondoh and
Nagano [31] has also been included. This incorporates
a turbulent heat transfer model into a basic k–e flow
model which enables the time scale for the thermal field
to be decoupled from that for the momentum and there-
fore allows the turbulent Prandtl number to be modelled
rather than specified.

The governing equations for the mean flow and energy
transport written in cylindrical coordinates are as follows:

Continuity

1

r
o

ox
ðrUÞ þ o

or
ðrV Þ

� �
¼ 0 ð2Þ

U-momentum

1

r
o

ox
ðrU 2Þ þ o

or
ðrVUÞ

� �
¼ � 1

q
op
ox
þ gbðT � T refÞ

þ 1

r
2

o

ox
rme

oU
ox

� �� ��

þ o

or
rme

oU
or
þ oV

ox

� �� ��
ð3Þ
V-momentum

1

r
o

ox
ðrUV Þ þ o

or
ðrV 2Þ

� �
¼� 1

q
op
or
þ 1

r
o

ox
rme

oV
ox
þ oU

or

� �� ��

þ2
o

or
rme

oV
or

� �� ��
� 2

meV
r2

ð4Þ

where me is the effective viscosity defined by me = m + mt, and
mt is the turbulent viscosity.

Energy
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where Pr is the molecular Prandtl number and Prt is the
turbulent Prandtl number.

The constitutive equation and the transport equations
for k and e are as follows:

Constitutive equation

mt ¼ Clfl
k2

e
ð6Þ

where fl is a damping function to account for near-wall ef-
fects and Cl is a constant.

Turbulent kinetic energy
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in which e (=e0 + D) is the modified dissipation of k, e0 the
originally-defined dissipation of k, and D a damping func-
tion. For some turbulence models, D = 0, and for those
models e = e0. Other terms in Eq. (7) are defined as
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and Gk is gravitational production which is modelled using
the GGDH approximation, detailed in the Appendix, in
most simulations. Effect of using alternative models was
studied (see Section 4.3.4).

Dissipation rate of turbulent kinetic energy
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The V2F model has two additional equations (for v2 and f)
and additional parameters as shown below [28].

Turbulent velocity scale ðv2Þ
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where

mt ¼ Clv2T ; where T ¼ max
k
e
; 6

ffiffiffi
m
e

r� �
;

L ¼ CL max
k3=2

e
;Cg

m3

e

� �1=4
" #

C1 ¼ 1:4; C2 ¼ 0:3; Cg ¼ 70; Cl ¼ 0:22; CL ¼ 0:23

The model constants and functions are listed in Table 2.
In the present study, the computational domain, which

consists of an unheated section followed by an extremely
long heated one (over 480 diameters), was discretized into
a mesh of grids, typically, 120 � 106 (axial � radial). The
relative sparseness of the mesh in the axial direction does
not introduce a problem as only fully developed results
near the pipe exit are of interest in this study. The mesh
was carefully adjusted radially in each individual run to
ensure that the near-wall flow features were properly
resolved. This included ensuring that the y+ value at the
first node of the mesh was less than 0.5. The QUICK
scheme was used for approximating the convection terms
in the momentum equations, and the SMART scheme
was used for other transport equations to improve numer-
ical stability. The SIMPLE scheme was used for coupling
the pressure and the velocity fields. The resulting five-point
coefficient matrix system was solved iteratively using the
line-by-line TDMA algorithm. That is, variables at a par-
ticular line were solved simultaneously and these at the
neighbouring lines were assumed to be known, values from
the previous iteration being used.

3. Forced convective heat transfer with constant uniform

properties

To obtain an initial assessment of the performance of
the turbulence models which are being examined in this
study, calculations were first made for conditions of forced
convection, i.e., with buoyancy absent and uniform fluid
properties. Values of friction coefficient and Nusselt num-
ber obtained using the various turbulence models are
shown in Fig. 2 along with the DNS results and values cal-
culated using the empirical equations shown below for fric-
tion and heat transfer, respectively.

Cf ¼ 0:079Re�0:25 ðBlasiusÞ ð11Þ

Nuf ¼
RePr f

8


 �
1:07þ 900

Re � 0:63
1þ10Pr þ 12:7

ffiffi
f
8

q
Pr

2
3 � 1

�  ½32� ð12Þ

It can be seen that the performance of the turbulence
models is rather variable. The predicted values of Nusselt
number range from about 17 (YS model) to about 21.5
(HL model) with the majority being higher than the DNS
value of 18.2. The CH model value of about 18.7 is closest
to the DNS value. The V2F, LS, and CK models also give
values of Nusselt number which are in good agreement
with the DNS results. Clearly the models have some limita-
tions, even in terms of the extent to which they are able to
describe fully developed heat transfer in a uniformly heated
circular tube without any influences of the non-uniformity
of fluid properties or buoyancy. The values of friction coef-
ficient range from 0.0082 (YS model) to 0.0115 (HL model)
being fairly evenly spread below and above the DNS.
Those of the LS and AKN models lie 8% below and 6%
above the DNS data respectively. There is a close correla-
tion between the variation of cf and Nu from model to
model.

In the next section, the values of Nusselt number and
friction coefficient for mixed convection obtained with each
turbulence model will be normalized using the correspond-
ing forced convection values obtained using that model. To
some extent, this should reduce the importance of the var-
iation in performance of the model for forced convection in
this comparative study and therefore enable the assessment
to be focused on the ability of the models to respond to the
influence of buoyancy.
4. Turbulent mixed convection

4.1. Nusselt number and friction coefficient

4.1.1. Nusselt number

Fig. 3 shows the ratio of the Nusselt number in mixed
convection and that for forced convection at corresponding
conditions versus the buoyancy parameter for the three
DNS mixed convection cases and for the simulations of
those cases using the various turbulence models. Also
shown in the figure are the values for the additional simu-
lations covering an extended range of buoyancy parameter
in order to establish the trend of the variations.

As explained in Section 1, although heat transfer in a
buoyancy-aided flow is influenced by both the modification
of the mean flow field and the reduction/enhancement of
turbulence, the latter effect is dominant in most cases. As
a result buoyancy-aided flows are most readily categorised
in terms of the effect of buoyancy on the turbulence: (a) a



Table 2
Details of the turbulence models

Model Code Cl Ce1 Ce2 rk re

(a) Constants in the turbulence models

(1) Launder–Sharma (1974) LS 0.09 1.44 1.92 1.0 1.3
(2) Chien (1982) CH 0.09 1.35 1.80 1.0 1.3
(3) Lam–Bremhorst (1981) LB 0.09 1.44 1.92 1.0 1.3
(4) Abe–Kondoh–Nagano (1994) AKN 0.09 1.50 1.90 1.4 1.4
(5) Wilcox (1988)a WI 0.09 1.55 1.83 2.0 2.0
(6) Yang–Shih (1993) YS 0.09 1.44 1.92 1.0 1.3
(7) Myoung–Kasagi (1990) MK 0.09 1.40 1.80 1.4 1.3
(8) Hwang–Lin (1998) HL 0.09 1.44 1.92 b c

(9) V2–F (1998) V2F 0.22 1.4 1.9 1.0 1.3
(10) Cotton–Kirwin (1995) CK 0.09 1.44 1.92 1.0 1.3,
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(b) Functions in the turbulence models
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flow laminarising regime where turbulence is reduced due
to the influence of buoyancy and (b) a recovery regime
where the flow has past the stage at which it is completely
laminarised and new turbulence is generated in the core of
the flow due to the greatly distorted velocity profile as a
result of a very strong influence of buoyancy. Consider
the three DNS results shown in Fig. 3. It can be seen that
Case (a) represents a flow in the ‘laminarizing’ regime,
where the Nusselt number ratio is reducing with increase
of buoyancy parameter. Case (c) represents a flow in the
‘recovery’ regime, where the Nu ratio starts to increase
with increasing buoyancy parameter due to new turbulence



0.35

0.45

0.55

0.65

0.75

0.85

0.95

1.E-06 1.E-05 1.E-04

DNS (2003)
AKN (1994)
V2F (1998)
LS (1974)
CH (1982)
LB (1981)
WI (1988)
YS (1993)
MK (1990)
HL (1998)
CK (1995)

(a)

(b)

(c)

(1)

(2)

(3)
(4)

(5)
(6)

(7)

(8)
(9)

(10)

N
u/

N
u

f

Bo*

Fig. 3. Influences of buoyancy on heat transfer from simulations made using the turbulence models and in the DNS calculations.

8

10

12

14

16

18

20

22

N
u,

 C
fx

10
3

Forced convection
(constant properties)

Equ. AKN V2F LS CH LB WI YS MK HL

Nu

Cf

DNS (Nu) 

DNS (Cf)

CK

Fig. 2. Values of predicted Nusselt number and friction coefficient from the turbulence models compared with DNS results for conditions of fully
developed forced convection.

1300 W.S. Kim et al. / International Journal of Heat and Mass Transfer 51 (2008) 1293–1312
generation. When the buoyancy influence is extremely
strong, the Nu ratio may even be higher than unity, but
no such cases have been considered in this study. It can also
be seen from the figure that the maximum heat transfer
impairment occurs in DNS Case (b) and as will be shown
later, this case represents an extreme situation where the
flow is close to being completely laminarised.

The performance of the various models can now be
assessed by comparing their predictions with the DNS
data. It is clear from Fig. 3 that to some extent all turbu-
lence models are able to reproduce the general trend of
the effects of buoyancy on heat transfer exhibited by the
DNS data involving an initial impairment followed by
recovery. However, the detailed comparison with the
DNS behaviour varies significantly. The success or other-
wise of a model can be judged on two counts, i.e., the
extent of the maximum impairment of heat transfer pre-
dicted and the value of buoyancy parameter at which this
occurs. It is clear that the LS model out-performs all other
models with a very close reproduction of the Nusselt num-
ber ratio for each of the three cases. This model has also
been found to perform well in a number of previous studies
of mixed convection based on comparisons with experi-
mental data, although some defects have been identified
under certain flow conditions [15]. These include laminari-
zation sometimes being predicted too early and the recov-
ery being largely delayed. Nevertheless, it is interesting to
note that although many newer models have been devel-
oped, often based on information available from DNS
studies, few of them perform as well as the LS model does.
In fact, recently Cotton and Kirwin [26] made a specific
effort to improve the performance of the LS model for con-
ditions of mixed convection but concluded that little was
able to be achieved. In the present tests, this revised LS
model (CK) clearly performs well for conditions of forced
convection (see Fig. 2) but is slightly less effective than the
original LS model in reproducing the buoyancy effect.
Other k–e models which perform reasonably well are the
YS and AKN models. On the other hand, the CH model
exhibits a significant delay in achieving maximum impair-
ment and also under-predicts the extent of it. The results
from two newer models, MK and HL are even worse. As
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far as the non k–e models are concerned, the V2F appears
to do very well with only a slight over-prediction of the
maximum impairment, whereas the Wilcox’s k–x model
prediction is the worst of all.

It appears that the models tested can be put into two
groups: namely, Group 1, consisting of LS, CK, AKN,
YS and V2F, which can predict the buoyancy-induced
impairment of heat transfer reasonably well and Group
2, consisting of CH, MK, HL and WI, which is unable to
do so. Detailed comparison of the velocity and turbulence
predictions with DNS data has shown that the results from
Group 1 largely show similar characteristics and so the
results from Group 2. In this paper, further comparison
with DNS data will be mainly made for two representative
models only, i.e., the LS model, representing Group 1
which perform reasonably well, and the HL model, repre-
senting Group 2 which perform relatively poorly.
4.1.2. Friction coefficient

As in the case of heat transfer, there are again two com-
peting effects acting on the friction in a buoyancy-aided
flow, namely, the direct effect of modification of the mean
flow field which causes friction to tend to increase and
reduction in turbulent mixing which tends to cause the fric-
tion to reduce. The friction coefficient in any particular
flow may be increased or decreased dependent on the rela-
tive contributions of the two effects. Fig. 4 shows friction
coefficient normalized using the corresponding forced con-
vection value for the same cases shown in Fig. 3. It can be
seen from the DNS data that with increasing influence of
buoyancy, the normalized friction coefficient initially
decreases, taking a value lower than unity. However, as
the buoyancy is further increased, the trend reverses
and the friction coefficient increases. The difference
between the behaviour of Nusselt number ratio and friction
coefficient ratio is clearly apparent. The reduction of the
friction coefficient due to laminarisation is significantly less
than that of heat transfer. Friction coefficient ratio actually
rises to a value greater than unity in Case (c) although Nus-
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selt number ratio for that case is still much less than one. It
is apparent that in buoyancy-influenced flow the relation-
ship between momentum transfer and heat transfer is less
direct than in forced convection.

The performance of the various models in predicting the
effect of buoyancy on friction can be seen from Fig. 4. The
friction coefficient ratio predicted by the AKN, V2F, LS,
and CK models show some initial reduction with the
increase of buoyancy influence, but the extent of the reduc-
tion predicted by all of the models except for V2F is far less
than that exhibited in the DNS results. Other models com-
pletely fail to predict the reduction, instead, showing a sys-
tematic increase of friction with the increase of buoyancy
influence.

It is of interest to note the different trends of friction
coefficient and Nusselt number ratios exhibited by the var-
ious models. A good description of one parameter does not
always coincide with a good description of the other. For
example, the Nusselt number ratio is very closely repro-
duced by the LS model for all the cases but the friction
coefficient behaviour is not well reproduced in two of the
cases. With the AKN model, the Nusselt number ratio in
Case (c) is significantly under-predicted but the friction
coefficient ratio is closely reproduced.
4.2. The mean flow and turbulence fields

Figs. 5 and 6 show the profiles of normalized mean
velocity, turbulent kinetic energy, and turbulent shear
stress for the various test cases using the LS and HL mod-
els, respectively. Also shown in the figures for direct com-
parison are the corresponding results from the DNS
simulations.

It is useful to summarize the characteristics exhibited by
the DNS data first. For Case (a), the velocity profile
(Fig. 5a) is very similar to that for forced convection and
the turbulence quantities (k and uv, Fig. 5b and c) are only
slightly reduced. For Case (b), the velocity profile is very
much flattened in the core (in fact showing a slightly
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inverted shape) and the turbulence quantities are reduced
to a very low level. The turbulent shear stress uv is slightly
negative in the core which indicates that the flow is about
to enter the recovery regime. With further increase of buoy-
ancy (Case (c)), the velocity profile is more severely
inverted and more turbulence is being produced.

As can be seen from Fig. 5, the velocity profiles pre-
dicted by the LS model agree extremely well with the
DNS data. The distortion of the mean flow due to buoy-
ancy is very well captured. But very close to the wall, the
LS prediction does not follow closely the DNS data, which,
although not clearly shown in this figure, can be inferred
from the friction results shown in Fig. 4. The LS prediction
of turbulence kinetic energy in forced convection shows a
much reduced peak near the wall in comparison with the
DNS. This is a well known defect of the LS model. In spite
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of this, the effect of the buoyancy on turbulence reduction
seems to be very well captured. The recovery of turbulent
shear stress in the core in Cases (b) and (c) is extremely well
reproduced but the level of turbulent kinetic energy is
under-predicted.

There is however a significant difference between turbu-
lence regeneration near the wall predicted by the LS and
that of the DNS. The DNS results show that both uv and
k increase near the wall (although by only quite small
amounts) as well as in the core region in the recovery case
(Case c) with increasing buoyancy influence. However, the
LS model predicts zero k and uv in the near wall region for
this and all the other recovery cases, i.e., 3–9. This is of
particular significance since turbulence near the wall is
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important in terms of both momentum and heat transfer.
This is at least partly responsible for the under-prediction
of the heat transfer recovery found in a number of earlier
computational studies under conditions of strong buoy-
ancy influence using the LS model. It is interesting to note
however that, in the present study, heat transfer in the
recovery case is actually very well reproduced by the LS
model (refer to Fig. 2). However close inspection of the
results reveals that such a match has been achieved as a
result of two incorrectly reproduced effects cancelling each
other out, i.e., under-predicted turbulent diffusion and an
over-predicted advection.

As can be seen from Fig. 6, the HL model also predicts
the trends of the turbulence reduction followed by regener-
ation along with a change in the mean velocity from a flat-
tened to an inverted profile under the influence of
increasing buoyancy. However the details are very different
from those exhibited by the LS model results (and other
Group 1 models). The reduction of turbulence with
increasing buoyancy occurs far too slowly in the HL model
results leading to big discrepancies with the DNS data. In
the series of cases with increasing buoyancy influence, there
is none where turbulence is completely suppressed as found
in the DNS results and those obtained by Group 1 models.
With the HL model, negative turbulence shear stress begins
to developing in the core of the pipe in cases where its level
in the near wall region is still high (e.g., Case (c) and Case
10). With further increase of buoyancy influence, the turbu-
lent shear stress near the wall reduces and eventually falls
to zero. However, this process is accompanied by a contin-
uous increase in the magnitude of the negative turbulent
shear stress in the core. In accordance with this trend, tur-
bulent kinetic energy first reduces as the buoyancy influ-
ence is increased, but well before a complete
laminarization is reached, it starts to increase again. It is
also of interest to note that the maximum reduction in Nus-
selt number does not always coincide with the minimum
turbulence in Group 2 predictions. For the HL model,
the maximum heat transfer impairment occurs in Cases 8
and 9. However, the turbulent kinetic energy and shear
stress continue to reduce in the near wall region with fur-
ther increase in buoyancy influence (not shown here). This
mismatch can be explained by the fact that the contribution
of the increasing advection, which enhances heat transfer,
outweighs the effect of the reduction in turbulence in these
particular cases.

4.3. Understanding the reasons for the diverse performance

of the various turbulence models

Following the ideas of Petukhov and Polyakov [33], the
influence of buoyancy on turbulence can be viewed as
resulting from two distinct mechanisms, namely, the direct
effect and the indirect effect. The direct effect refers to tur-
bulent energy production/destruction arising as a result of
density fluctuations in a buoyancy-influenced flow. This is
accounted for by the buoyancy production terms in the k
and e equations. It has been found in a number of previous
studies that this effect is only of secondary importance in
the case of buoyancy-influenced flow in vertical tubes.
The indirect effect is essentially the response of turbulence
to the distortion of the mean flow field resulting from the
influence of buoyancy. For turbulent mixed convection in
a vertical tube, this is the principal mechanism responsible
for the impairment or enhancement of heat transfer. Con-
sequently, the indirect effect will be the main focus of the
following section. Predictions of direct buoyant production
and its importance relative to the indirect shear production
will however be briefly discussed in Section 4.3.3.

4.3.1. The eddy viscosity and damping functions

Under the framework of eddy viscosity turbulence mod-
els, the ultimate link between turbulence modelling and the
mean flow is through the turbulent viscosity lt. Conse-
quently the performance of a turbulence model in predict-
ing the mean flow and thermal fields is reflected by the way
in which lt is predicted. For most turbulence models, lt is
modelled as the product of a characteristic velocity k1/2 and
a characteristic length (k3/2/e). Thus

lt / k2=e

With a low-Reynolds number turbulence model, along with
other considerations, a damping function fl is introduced
into the above expression to describe the near wall behav-
iour involving the breakdown of the proportionality be-
tween lt and k2/e, i.e., lt / flk2/e. In fact the damping
functionfl is an important feature of low-Reynolds number
modelling which distinguishes one model from another and
influences their performance. Now, in order to understand
the behaviour of the various models in buoyancy-influ-
enced flows, it is clearly of interest to examine the predic-
tions of the turbulent viscosity under the various flow
conditions, and moreover, to understand how this has been
arrived at. Thus we should examine the predictions of the
fl and k2/e.

The effect of increasing the influence of buoyancy on the
turbulent viscosity can be seen from the DNS results shown
in Fig. 7a. The response of the eddy viscosity is markedly
different in the near wall region (y+ < 50) and in the core.
In the wall region the eddy viscosity reduces slightly when
the buoyancy influence is weak, such as in Case (a), and
becomes effectively zero when laminarization occurs, Case
(b). The extent of the region where lt is effectively zero
reduces as the buoyancy influence is increased further
and recovery takes place (Case c). In the core region the
eddy viscosity only reduces slightly in the strongly buoy-
ancy-influenced cases.

It can be seen from Fig. 7a that the prediction by the LS
model of the buoyancy effect on turbulent viscosity is in
excellent agreement with that exhibited in DNS. The extent
to which turbulent viscosity is damped out is precisely pre-
dicted. In fact, all Group 1 models are able to capture the
general trend of the variation of eddy viscosity with the
increase of buoyancy influence. In each case, the eddy
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viscosity reduces with increasing buoyancy influence until a
complete laminarization occurs (although the buoyancy
parameter at which this occurs may be different for each
model). With further increase of buoyancy influence, the
region of zero eddy viscosity reduces which indicates that
some of turbulence recovery is occurring. Clearly the fact
that the eddy viscosity is well predicted by the LS model
and other Group 1 models is in line with their good perfor-
mance in the heat transfer results shown in Fig. 3. It should
be noted however that there is a small but important differ-
ence between the model predictions and the DNS data. The
DNS data show a small recovery of lt occurring in the near
wall region in Case c and this is expected to grow as the
buoyancy influence is increased. With the LS model (and
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other models), however, the eddy viscosity predicted
remains zero in the wall region for all of the ‘recovery’
cases. For example, the eddy viscosity in Case 10 still
remains zero near the wall even though the recovery is well
underway.

The poorer performance of Group 2 models, such as
CH, HL and MK, in calculating the friction and heat trans-
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fer for buoyancy-influenced flows (see Figs. 3 and 4) can
also be traced back to the way they reproduce the response
of turbulent viscosity to increase of buoyancy influence.
Consider the HL model for example (see Fig. 8a).
Although the predicted eddy viscosity does reduce with
the increase of buoyancy influence, it only does so very
slowly. Even in the extreme case where the buoyancy influ-
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ence is many times that of the critical buoyancy parameter
indicated by the DNS, the eddy viscosity is still not com-
pletely suppressed. Such a slow reduction of the eddy vis-
cosity with the influence of buoyancy is clearly consistent
with under-prediction of the deterioration of heat transfer.

The distributions of the damping function fl and the
term k2/e are examined next. These are presented in Figs.
7b and c and 8b and c for the LS and HL models, respec-
tively. Focusing on the near wall region, it is clear from the
DNS data that the damping functionfl reduces to almost
zero near the wall when the buoyancy influence is strong.
The term k2/e also reduces but its value is far greater than
zero even when the flow is laminarized. It can be seen from
Fig. 7b that the LS model is able to reproduce the varia-
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reduction of the term k2/e with increasing buoyancy influ-
ence is also significantly slower than that exhibited by the
DNS data, which also adds to the poor performance of
the models.

4.3.2. Selection of parameters used in the damping functions

From the results discussed so far, it is clear that in order
for a turbulence model to reproduce the effect of buoyancy
on the flow and turbulence, it should have a damping func-
tion which responds correctly to buoyancy influence. It is
obvious that a pre-requisition for this is that the controlling
variable(s) used in the damping functions should respond
to the flow variations in an appropriate manner.

Fig. 9 shows the radial distribution of the controlling
variables in the damping functions used in the various tur-
bulence models considered in this study. These were calcu-
lated using the data from the LS model simulations.
Focusing on the near wall behaviour, it can be seen that
Ret, Rey and y* are able to respond to the changes of flow
condition. The values of these parameters reduce signifi-
cantly as the flow is laminarized. The turbulent Reynolds
number Ret, which has the feature of not involving distance
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Fig. 10. Production of turbulent kinetic energy predicted using the
from the wall, appears to show the most distinct response.
On the other end of the spectrum, the parameter yk exhibits
very little response to the change of flow conditions in the
wall region. Therefore this parameter along with y+ (which
by definition does not change with flow conditions) is
clearly not suitable for capturing the ‘non-equilibrium’
effects exhibited in flows such as the buoyancy-influenced
ones considered here.

The ideas discussed above are consistent with the perfor-
mance exhibited by the various turbulence models. In par-
ticular, the damping functions fl of the HL and CH models
are based on yk and y+ respectively and the performance of
these models is poor. The damping function of the LS
model is based on Ret and this is clearly one of the features
which enable that model to perform well. It is interesting to
note that most of the other models tested here use a com-
bination of Ret and one other parameter in the formulation
of their damping functions and that the performance of
those models can be ranked between the LS model and
the CH model. It is obvious that the fine detail of the
formulation of the damping function is also of crucial
importance in determining the response of the model to
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non-equilibrium conditions. A good illustration of this is the
contrast between the performance of the LS model and that
of the model due to Jones and Launder (JL) [34]. Although
the two models use the same variable Ret, and only slightly
different formulations of the damping function, their perfor-
mances have been found to be very different [15].
4.3.3. Production of turbulent kinetic energy

Figs. 10 and 11 show the predicted production of turbu-
lent kinetic energy through the action of shear and buoy-
ancy using the LS and HL models, respectively. Also
shown in the figures are results extracted from the DNS
calculations. It is clear from the latter that the effect of
direct buoyancy production is negligible in the laminarizing
regime (Case a). In the fully laminarized and recovery con-
ditions (Cases b and c), the direct buoyancy production
increases near the wall but is yet still significantly lower
than the shear production (about 15%) and acts in opposi-
tion to it. In the core, however, the buoyancy production is
roughly the same as the shear production and has the same
sign. It can be seen from Fig. 10 that the shear production
near the wall is significantly under-predicted by the LS
model. This is consistent with the under-prediction of tur-
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Fig. 11. Production of turbulent kinetic energy predicted using the
bulent quantities (uv and k) in this region which was dis-
cussed earlier and is clearly an important issue that needs
to be addressed when improvement of the performance of
such turbulence models is sought. Both the shear produc-
tion and the buoyancy production in the core are closely
reproduced. On the other hand, the shear production pre-
dicted by the HL model responds very slowly to the influ-
ence of buoyancy near the wall, which explains the results
discussed earlier concerning the slow suppression of turbu-
lence as a result of buoyancy influence.
4.3.4. Turbulent Prandtl number

Turbulent heat flux u0it0 can be related to temperature
gradient by the expression u0it0 ¼ at

o/
oxi

, in which at is the
so-called turbulent diffusivity of heat. Arguments based
on the idea of an analogy between heat and momentum
transport suggest that at might be closely related to mt.
For convenience, turbulent Prandtl number has been used
which is defined based on the ratio of the two, i.e., Prt ¼ mt

at
.

It is frequently argued on the basis of experimental evi-
dence that this parameter varies very little within a flow
and also from flow to flow and it is frequently assigned a
constant value of 0.9 in order to model turbulent heat
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transfer. However it might be expected that such an anal-
ogy is likely to be followed less closely in non-equilibrium
flows such as buoyancy-influenced ones considered here
and therefore, that for such conditions if a turbulent Pra-
ndtl number Prt is used, it should be vary with flow condi-
tion. In order to avoid having to use a constant Prt, a
number of turbulent heat transfer models have been pro-
posed involving transport equations for temperature vari-
ance t2 and its dissipation rate et. In this study we have
conducted several simulations using such a heat transfer
model proposed by Abe et al. [35], referred to as Eq. (3)
AKN model. In addition to allowing for a variable Prt,
the availability of t2 and et has also been used to improve
the formulation of the turbulence buoyancy production
terms. Here, we have abandoned the GGDH approach in
preference to a more advanced algebraic flux model
(AFM) due to Kenjeres et al. [36] (see Appendix).

Fig. 12 shows the comparison of the Nusselt number
ratios obtained from simulations using the two-equation
and Eq. (3) AKN turbulence models. It can be seen from
the figure that the results from Eq. (3) model consistently
show some improvements over the two-equation model
results. In particular, the onset of impairment occurs earlier
and so does the recovery of heat transfer. However, the
improvement is relatively small and the performance is still
not as good as that of the LS model. In order to investigate
the significance of the buoyancy production further, we
have also conducted simulations with this term modelled
using the simple gradient diffusion hypothesis (SGDH) in
one series of calculations, see Appendix for formulation,
and with the buoyancy production term set to zero in
another. The results are also shown in Fig. 12. It is clear
that the differences between the results obtained from the
GGDH, SGDH and zero-buoyancy production simula-
tions are insignificantly small, confirming our view that
the buoyancy production of turbulence does not play a sig-
nificant role and that the indirect effect of buoyancy on tur-
bulence dominates in the case of mixed convection in
vertical channels.
5. Conclusions

RANS simulations of turbulent mixed convection in a
vertical tube have been conducted for an idealized condi-
tion, in which the effects of non-uniformity of fluid prop-
erties, other than those which cause an influence of
buoyancy, have been removed. A number of low-Rey-
nolds number, two and four-equation, turbulence models
of eddy viscosity type have been used. In each case, the
results of the simulations have been compared with DNS
data for the same conditions. This has enabled an assess-
ment to be made of the ability of the models to repro-
duce the effects of buoyancy on both turbulence and
heat transfer. More importantly, a better understanding
of the underlying reasons for the diverse performance
of the various turbulence models has been arrived at.
This has shed some light on how the ability of such
models to predict buoyancy-influenced, turbulent flow
and heat transfer might be improved.

The present study has shown that the indirect influence
of buoyancy on turbulence in a heated vertical tube is the
dominant mechanism which causes laminarization and
deterioration of heat transfer. Under such conditions, the
influence of buoyancy on direct production of turbulence
has proved to have a negligible effect. However, it does
have a noticeable effect, but still only secondary one, as
the influence of buoyancy is increased to the stage where
turbulence production recovers and the effectiveness of
heat transfer improves. This explains why the use of some
recently developed models which have been specifically
aimed at the simulation of buoyancy-driven cavity flows
and buoyancy-influenced horizontal flows does not lead
to as big an improvement in the prediction of turbulent
mixed convection in vertical pipes as might have been
expected. In such models attention has mostly been
focussed on the description of the direct contribution of
buoyancy, which is known to be important in buoyancy-
driven cavity flows and horizontal flows but is not so
important in turbulent mixed convection in vertical pipes.
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Rather surprisingly, the models which reproduce the
general trends of the effects of buoyancy influence in verti-
cal turbulent mixed convection most closely are some
rather early ones such as the LS and YS models. However,
it has become clear that although these models predict eddy
viscosity reasonably well, this is only achieved as a result of
the effects of inaccurate representations of its two compo-
nents, k2/e andfl, cancelling out. The reduction of the term
k2/e due to the influence of buoyancy is significantly over-
predicted by these models. This behaviour is partly respon-
sible for them being unable to reliably reproduce the recov-
ery of turbulence and enhancement of heat transfer which
is known to occur under conditions of strong mixed con-
vection in vertical tubes. In future model development,
an important challenge with such flows will be to produce
sufficient recovery of turbulence, in particular achieving the
high values of k2/e near the wall seen in the DNS studies.

Clearly, the performance of a low-Reynolds number tur-
bulence model is very sensitive to the fine detail of the for-
mulation of the damping function and the choice of
controlling parameters used is a key factor in enabling it
to respond to the ‘non-equilibrium’ features present. The
parameters which exhibit the most satisfactory effects in
this respect are Ret, Rey, and y*, whereas parameters such
as y+ and yk either do not respond adequately or respond
in an undesirable way. Combining more than one variable
in the formulation will clearly increase the potential of a
model to be successful under a broader range of conditions.
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Appendix. Modelling of buoyancy production term of

turbulent kinetic energy (Gk)

The production of turbulent kinetic energy due to buoy-
ancy is expressed as

qGk ¼ giq0u
0
i ðA:1Þ

Assuming the fluctuation of density is mainly resulted from
temperature fluctuation, then

qGk ¼ �bqgiuih; where b ¼ � 1

q
oq
oh

� �
ðA:2Þ

A.1. Simple gradient diffusion hypothesis (SGDH)
Relating turbulent heat flux to the mean temperature

gradient by

uih ¼ �
mt

Prt

oT
oxi

ðA:3Þ

we obtain

qGk ¼ bqgx
mt

Prt

oT
ox

ðA:4Þ
where gx = �g for upward flow, gx = g for downward flow
and Prt = 0.9.

A.2. Generalised gradient diffusion hypothesis (GGDH)

Following Ince and Launder [36]

uih ¼ �ch
k
e

uiuj
oT
oxj

ðA:5Þ

Therefore, qGk ¼ �bqgiuih ¼ chbqgi
k
e uiuj

oT
oxj

, where
ch = 0.3

Thus,

qGk ¼ �chbqgx

� k
e

lt

oU
or
þ oV

ox

� �
oT
or
þ 2lt

oU
ox
� 2

3
qk

� �
oT
ox

� �
ðA:6Þ

where gx = �g for upward flowand gx = g for downward
flow.

A.3. Algebraic flux model (AFM)

Following Kenjeres et al. [37]

uih ¼ �Ch1

k
e

fuiuj
oT
oxj
þ nhuj

oU i

oxj
þ gbgih

2

� �

þ Ch2aijhuj ðA:7Þ

where

Ch1 ¼ 0:15; Ch2 ¼ 1:5; f ¼ n ¼ g ¼ 0:6;

aij ¼
uiuj

k
� 2

3
dij ðstress-anisotropy tensorÞ;

uiuj ¼ �mt

oU i

oxj
þ oUj

oxi

� �
þ 2

3
kdij ðeddy viscosityÞ

Therefore,

qGk ¼ �qbgiuih

¼ Ch1qbgi
k
e

fuiuj
oT
oxj
þ nhuj

oUi

oxj
þ gbgih

2

� �

� Ch2qbgiaijhuj ðA:8Þ

Consider i = x, i.e., the buoyancy aligns with the main
flow,

qGk ¼ Ch1qbgx
k
e

fuv
oT
or
þ nhv

oU
or
þ gbgxh

2

� �

� Ch2qbgxaxrhv ðA:9Þ

where,
gx = �g for upward flow, gx = g for downward flow

hv ¼ �ch
k
e

v2
oT
or
¼ �chfl

k2

e
oT
or
;

uv ¼ �mt

oU
or
þ oV

ox

� �
; axr ¼

uv
k
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